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Abstract
Co doped ZnO (Zn1−x Cox O) is studied as a prototype material for transition metal doped II–VI
diluted magnetic semiconductors (DMSs) from first-principles and Monte Carlo simulations.
The exchange interactions are calculated using the Korringa–Kohn–Rostoker (KKR) Green’s
function method. The exchange coupling constants thus obtained are treated in the classical
Heisenberg model and the magnetic phase transitions are studied by the Monte Carlo technique.
Our results show that the defect free substitutional DMSs of Zn1−xCoxO do not sustain
magnetization at low concentration. At high concentration, we find layered magnetic structures.
Ferromagnetism, with Curie temperature below room temperature, is stable at intermediate Co
concentrations. First-principles studies with the generalized gradient approximation (GGA) and
the GGA together with the Hubbard U are discussed with respect to structural and electronic
properties of ZnO.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

It is desirable to have a class of materials possessing
semiconducting and magnetic properties to help make devices
for a variety of applications, for example, semiconducting
devices having spin dependent transport properties. Diluted
magnetic semiconductors (DMSs), where semiconductors are
doped with a very dilute concentration of magnetic ions, are
believed to suffice for the purpose. While various types of
magnetism can be encountered in such materials, occurrence
of room temperature ferromagnetism is of primary interest for
practical applications, so that both the spin and the charge
degree of freedom can play a decisive role. Reviews of
DMSs can be found in [1–3]. Up till now the fundamental
understanding of magnetism in this class of materials is system
specific and not general. For example, magnetism in Mn
doped GaAs is believed to be carrier mediated, which is
attributed to the presence of an extra hole per dopant in
the system. Based on studies from the effective Ginzburg–
Landau free-energy approach, Dietl et al have shown that, out

of several semiconductors, GaN and ZnO could attain room
temperature ferromagnetism under specific conditions [4].
These binary semiconductors are the focus of thorough studies
both experimentally and theoretically. ZnO in particular
is a prospective material in bulk and nanoparticles because
of its strong light-emitting properties [5], and when doped
suitably forms highly transparent conducting oxides for sensor
and solar cell applications. Recently, there has been much
discussion on ferromagnetism observed in DMSs based on
ZnO. While some experiments show ferromagnetism [6–12],
others suggest a spin-glass state of magnetic ordering resulting
in no significant magnetization in the system [13, 14]. A
similar unclear situation also prevails in the theoretical studies
[15–23].

In this work, we studied the electronic structure of pure
ZnO and magnetism in Co doped ZnO by the ab initio density
functional approach and Monte Carlo simulations using a
classical spin model. In particular, we highlight in this paper
the change of magnetic order from ferromagnetism for x � 0.2
to antiferromagnetism with alternating ferromagnetic bi-layers
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Figure 1. (a) A supercell of wurtzite lattice consisting of 3 × 3 × 3 unit cell repetitions. The light and dark colors represent Zn and O atoms,
respectively, The radii of spheres are scaled to schematically represent Zn2+ and O2−. (b) Comparison of minimum energy lattice parameters
a and c/a of ZnO for GGA and GGA + U (Ueff on the Zn d orbital is 7.5 eV, see the text). The experimental values are given by the filled
circle [34] and filled up-triangle [35]. (c) The variations of u and c/a obtained by relaxing the lattice for various c/a values are compared for
GGA and GGA + U . The filled circle shows the experimental value [34], while the filled square shows the perfect value of u = 0.375 and
c/a = 1.633.

for x � 0.75 in Zn1−xCox O. Part of the work with respect to
the present paper is published elsewhere [24].

2. Computational method

ZnO was studied by density functional theory (DFT) in
combination with the generalized gradient approximation
(GGA) as the description of the exchange and correlation
functional as proposed by Perdew and Wang [25]. The atomic
valency states for Zn, O and Co were 3d104s2, 2s22p4 and
3d74s2, respectively, which were treated by pseudopotentials
together with the projector augmented wave method (PAW)
[26] implemented in the Vienna Ab Initio Simulation Package
(VASP) [27, 28]. The electronic wavefunctions were expanded
in a plane-wave basis set with an energy cutoff of 400 eV.
The Brillouin zone integration was performed with weighted
points selected by the Monkhorst–Pack algorithm from an
11 × 11 × 11 k-space grid. We have adopted the formulation
proposed by Dudarev et al [29] for GGA + U calculations.
According to this, the total energy is a function of Ueff given
by the relation

EGGA+U = EGGA + Ueff

2

∑

mσ

(nmσ − n2
mσ ), (1)

where Ueff = U − J , with U and J representing the spherically
averaged on-site Coulomb interaction and screened exchange
integrals, respectively; nmσ is the occupancy of the orbital with
magnetic quantum number m and spin σ . For a comprehensive
discussion we refer to the literature [29, 30]. The value of J
was kept fixed at J = 1 eV for d orbitals in our calculations,
thus U = 1 eV corresponds to the pure GGA limit, since in
this case Ueff = 0 eV. We have Ueff = 7.5 eV for Zn d orbitals
to be consistent with previous studies [31].

The effective coupling constants, Ji j , were calculated
using the first-principles Korringa–Kohn–Rostoker (KKR)

Green’s function method with the coherent potential approx-
imation (CPA) together with the local density approxima-
tion (LDA) according to the formulation proposed by Liecht-
enstein et al [32]. The calculations were done using the
Machikaneyama-2002 code [33]. The Ji j thus obtained are
used as input for Monte Carlo simulations of a classical
Heisenberg model with |S| = 1 and Hamiltonian

Hcl = − 1
2

∑

i j

Ji j Si · S j . (2)

3. Results and discussion

3.1. Crystal structure and electronic structure of ZnO in DFT

We have used the wurtzite crystal lattice (figure 1(a)) for
studying ZnO. We began by looking at the minimum energy
lattice parameters in GGA and GGA + U , where, for each
a, energies of various c/a ratios were calculated. The lattice
was relaxed to minimize local strain, and thus a suitable u
parameter is approached at each step. The variation of a versus
c/a for GGA and GGA+U is shown in figure 1(b). Figure 1(c)
shows the value of u obtained corresponding to the c/a found
for each a. The minimum energy structural parameters of
ZnO for GGA and GGA + U are found to be a = 3.290 Å,
c/a = 1.606, u = 0.380, and a = 3.190 Å, c/a = 1.614,
u = 0.379, respectively. We find a slightly higher value
of a, and as a result slightly lower values of c/a and u, in
comparison to Erhart et al [31]. The experimental value of a
lies in between the GGA and GGA + U values, shown as the
filled up-triangle [34] and filled circle [35] in figure 1(b). The
values of c/a and u are close to the GGA values. Variations
of u and c/a match for GGA and GGA + U as shown in
figure 1(c). It is well known that the electronic structure of
ZnO described by GGA (in fact for all semiconductors) gives
a lower bandgap than the experimental values.
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Figure 2. Zn 3d contribution to the band structure of ZnO according to maximum and zero weight in GGA (left) and GGA + U (right). Left:
one observes that the bandgap is low compared to experimentally accepted values of 3.44 eV. The hybridization of Zn 3d orbitals and the O 2p
is overestimated. Right: by introducing the Hubbard U , where Ueff for Zn 3d is 7.5 eV, we get an improvement in the hybridization of Zn 3d
and O 2p.

The difference in bandgap compared to experiments is
greater for ionic solids compared to covalent ones. The Bader
charge analysis [36] gives an ionic nature of Zn+(2−δ)O−(2−δ),
where δ = 0.75. GGA also fails to describe the energy location
of Zn d bands with respect to the Fermi energy (here valence
band maxima) in ZnO. The action of the Hubbard term is
to shift the unoccupied states to higher energy by U/2 and
the occupied states to lower energy by the same value. The
energy difference between GGA and GGA + U as given by
equation (1) is non-zero only for partially filled orbitals. For
completely filled or completely empty orbitals it is zero since
n = n2 for n = 1 or 0. Therefore, using a finite n value for
the more or less completely occupied d levels of the Zn atoms
must be considered with caution. In figure 2, GGA (left) and
GGA + U (right) band structures of ZnO are compared. By
adding extra on-site correlation on orbitals like Zn d, Zn s and
O p orbitals, we find a linear increase in Eg with increasing
U , but with different slopes [24]. With Ueff = 7.5 eV for
Zn d orbitals, the value of the bandgap is 1.57 eV, which is
still 50% of the experimentally accepted value of 3.44 eV;
GGA however gives Eg = 0.69 eV. The energy location of
Zn d bands now matches the experimental value [38]. The Zn
d bands are more localized in GGA+U . Thus the hybridization
between Zn 3d and O 2p orbitals is improved, which was
overestimated in GGA. This is in accordance with the ionic
bonding description of ZnO, where only Zn s and O p orbitals
participate in bonding.

Orbital decomposition of the ZnO band structure shows
that the conduction band minimum consists of only s character
contributed from Zn, hence the increase of bandgap is not
as monotonic as the energy shift of d bands with increasing
Ueff on Zn d orbitals. Considering the effective U for the Zn

s together with the Zn d orbitals might help to achieve the
experimental bandgap. A similar approach is adopted by Walsh
et al [37] to describe the electronic states in their argument
favoring carrier mediated ferromagnetism in Zn1−x Cox O.

Several authors have adopted self-interaction corrected
(SIC) DFT instead of Hubbard U [22, 39–44] to describe the
electronic properties of this material. With SIC, one gets a shift
of Zn d orbital to lower energies and the bandgap improves
reasonably well. However, some properties like structural
phase transitions are inappropriately described [45].

We discuss the effect of GGA + U on the electronic
structure of Zn1−xCoxO for the sake of completeness.
Incorporating Ueff in Zn and Co d orbitals shifts both the
Zn d states and Co d states to lower energies. The density
of states obtained for Zn0.875Co0.125O, with Ueff = 7.5 eV
and 5.0 eV for Zn 3d and Co 3d, respectively, is shown in
figure 3. The density of states is in agreement with the SIC
calculations [39, 40] and matches the experimentally observed
photoemission measurements [46], peak positions of which
are shown by arrows. The DOS is also in agreement with
the photoemission measurements by Wi et al [47], where they
show that the Co 3d states lie at the top of the O 2p band. They
do not observe any long range ferromagnetic behavior in their
samples.

3.2. Exchange interactions in Zn1−x Cox O

The experimental lattice constants chosen for the calculations
of Ji j for all compositions in steps of 1% up to x = 0.1 and
then in intervals of 10% up to x = 1.0. Figure 4(a) shows the
variation of Ji j with Co concentration for several neighboring
distances between Zn sites. Dramatic changes in Ji j for the
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Figure 3. Density of states (DOS) of Zn0.875Co0.125O in GGA + U with Ueff for 3d orbitals of Zn and Co as 7.5 and 5.0 eV, respectively.
This plot is comparable to SIC calculations [39, 40]. The arrows show the peak positions found in the photoemission experiments [46].

Figure 4. The left panel shows the concentration dependent exchange coupling Ji j for various neighboring distances r between Zn sites in
Zn1−x Cox O. (b) The right panel shows the magnetic phase diagram of Zn1−x Cox O. The system sustains ferromagnetism with low Curie
temperature for 0.2 � x � 0.65. Antiferromagnetic alignment with alternating ferromagnetic layers, represented by ++ −−, is stable for
large concentrations. The red curve shows the phase boundary calculated with all couplings positive, J ′

i j = |Ji j |.

nearest neighbor is observed with composition, which goes
from positive (ferromagnetic) to negative (antiferromagnetic)
and back to positive, within a concentration range of x > 0 to
x ≈ 0.2. For very high concentrations (x ≈ 1.0), however,
it is again antiferromagnetic. The contribution of the next
nearest neighbor Ji j is positive, and reduces smoothly with Co
concentration, except for a kink at the very low concentration.
The magnitude of Ji j at larger distances is comparably small
and flat as a function of Co concentration. The Ji j are
oscillatory in real space as a function of distance.

3.3. Monte Carlo simulations

Co atoms are randomly distributed in the ZnO for every
composition studied by Monte Carlo simulation. The phase
diagram in figure 4(b) ought to be compared with Ji j for
various compositions shown in figure 4(a), the discussion of
which can be made in four parts.

3.3.1. Region I, 0 � x � 0.2. Within this composition
range, the Ji j for larger distances are probabilistically more

important. It is observed from figure 4(a) that the Ji j are
flat and oscillating in real space for large distances. This
suggests that the system is magnetically frustrated and thus
unable to keep long range order. This is clearly observed in the
simulation results (blue curve in figure 4(b)). The red curve
in figure 4(b) is a reference curve simulated by taking J ′

i j =
|Ji j |. In the reference curve ferromagnetism develops from
x = 0.025. Thus, no net magnetization in this composition
range is explained to be a consequence of the oscillatory nature
of Ji j .

Taking the exchange interactions for the first and second
nearest neighbor distances and using the mean-field expression
of equation (3), we get the Curie temperature of 43 K for
Zn0.95Co0.05O using

kBT MFA
x = 1

3 x M2
∑

j ( �=i)

Ji j , (3)

where x is the concentration of Co in ZnO and kB is the
Boltzmann’s constant. One must note that the role of nearest
and next nearest neighbor interactions are negligible when
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the concentration range in discussion is below the percolation
limit. In most cases the Monte Carlo transition temperatures
are lower than the mean-field predictions [24].

3.3.2. Region II, 0.2 � x � 0.65. Concentrations
in the 0.2 � x � 0.65 range stabilize ferromagnetism.
The Curie temperature is observed to rise with increase in
Co concentration. As seen from figure 4(a), the magnetic
interactions for both nearest and next nearest neighbors are
ferromagnetic and they possess significant interaction strength.
So, with respect to the overall negative Ji j contribution, the
positive contribution wins, which leads to ferromagnetic phase.

3.3.3. Region III, 0.65 � x � 1.0. At x > 0.65, the system
develops magnetic configurations where ferromagnetism is
observed in layers along the hexagonal plane. This is shown in
the layered magnetization versus temperature plot in figure 5.
From figure 4(a) we observe that the nearest neighbor Ji j (nn
distance along the c-axis) is small in comparison with the
next nearest Ji j (nn along the hexagonal plane), which are
positive and significant, hence layered ferromagnetic structures
are possible in this composition range. A detailed analysis
for x > 0.65 shows that the system acquires a complicated
phase of antiferromagnetically aligned ferromagnetic layers
represented by + + −−, where + and − is the orientation
of average magnetic moment in the layers with respect to
some reference layer. At x ≈ 0.65, the system goes from
ferromagnetic to layered antiferromagnetic phase, which is
shown as the shaded region in the phase diagram of figure 4(b).
The blue curve in figure 4(b) for 0.65 � x � 1.0 composition
essentially shows the order–disorder transition for the layered
magnetic state.

3.3.4. Region IV, x = 1.0. This is the case of pure
CoO in wurtzite structure. In nature, CoO occurs in the fcc
crystal lattice structure, which is antiferromagnetic with a Neél
temperature of 291 K [48]. For x = 1, the system still
has layered ++ −− phase for a majority of Co spins. This
gives rise to a complicated magnetic ground state of CoO.
The transition temperature from this complicated ordered state
to the disordered state is found to be 280 K. This transition
temperature reasonably coincides with the experimental Neél
temperature of CoO, suggesting the accuracy of Ji j .

The phase diagram of figure 4(b) clearly suggests that
there is no net magnetization observed for composition below
x = 0.2 in Zn1−x Cox O. The ferromagnetic phase which
is obtained for 0.2 � x � 0.65 composition has Curie
temperature below the room temperature. In the real material,
a composition range of x > 0.2 is already too high to achieve
a homogeneous distribution of substituted Co in ZnO. This
may support the presence of multiple phases as a possible
explanation, which has been predicted recently [49, 50], to
explain the room temperature ferromagnetism in ZnO DMSs.

4. Conclusion

ZnO and substitutional Co doped ZnO are studied by
DFT and Monte Carlo methods. Some aspects of ZnO,

Figure 5. (a) Layer magnetization versus temperature of Zn1−x Cox O
for x � 0.2.

like overestimation of Zn 3d and O 2p hybridization and
underestimation of the bandgap, are discussed with respect
to DFT calculations within the GGA. Improvement on some
of these aspects is shown to be achieved by applying on-site
Hubbard U correlations. While the hybridization picture is
convincingly improved, the bandgap obtained is still below the
experimental value.

The distance dependent exchange coupling was calculated
from KKR-CPA-LDA for the whole range of x for Zn1−xCox O.
The Ji j so obtained are used in Monte Carlo simulations
for the classical Heisenberg model to study the magnetic
properties of the system. We find no net spontaneous
magnetization below a concentration of x = 0.20. The system
sustains ferromagnetism for 0.20 � x � 0.65, the Curie
temperature of which is lower than room temperature. The
system acquires a ++ − − type of layered magnetization
for very high Co concentration. The ordered to disordered
transition temperature for CoO (x = 1.0) is found to be
close to the experimental Neél temperature of the fcc CoO
antiferromagnet.

Acknowledgments

Financial support from the Deutsche Forschungsgemeinschaft
through the Research Training Group GRK 1240 ‘Photo-
voltaics and optoelectronics from nanoparticles’ is gratefully
acknowledged. SKN would also like to thank Shreekantha Sil
for fruitful discussions.

References

[1] Liu X and Furdyna J K 2006 J. Phys.: Condens. Matter
18 R245

[2] Janisch R, Gopal P and Spaldin N A 2005 J. Phys.: Condens.
Matter 17 R657

[3] Prellier W, Fouchet A and Mercey B 2003 J. Phys.: Condens.
Matter 15 R1583

5

http://dx.doi.org/10.1088/0953-8984/18/13/R02
http://dx.doi.org/10.1088/0953-8984/17/27/R01
http://dx.doi.org/10.1088/0953-8984/15/37/R01


J. Phys.: Condens. Matter 21 (2009) 064238 S K Nayak et al

[4] Dietl T, Ohno H, Matsukura F, Cibert J and Ferrand D 2000
Science 287 1019
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